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Predicting unseen antibodies’ neutralizability  
via adaptive graph neural networks

Jie Zhang    1,9,10 , Yishan Du1,10, Pengfei Zhou1, Jinru Ding1, Shuai Xia2, 
Qian Wang2, Feiyang Chen1,3, Mu Zhou4, Xuemei Zhang5, Weifeng Wang6, 
Hongyan Wu    7 , Lu Lu    2  & Shaoting Zhang    1,8 

Most natural and synthetic antibodies are ‘unseen’. That is, the 
demonstration of their neutralization effects with any antigen requires 
laborious and costly wet-lab experiments. The existing methods that learn 
antibody representations from known antibody–antigen interactions 
are unsuitable for unseen antibodies owing to the absence of interaction 
instances. The DeepAAI method proposed herein learns unseen antibody 
representations by constructing two adaptive relation graphs among 
antibodies and antigens and applying Laplacian smoothing between 
unseen and seen antibodies’ representations. Rather than using static 
protein descriptors, DeepAAI learns representations and relation graphs 
‘dynamically’, optimized towards the downstream tasks of neutralization 
prediction and 50% inhibition concentration estimation. The performance 
of D ee pA AI is demonstrated on h um an i mm un od ef c iency virus, severe 
a cu te r es pi ra tory syndrome coronavirus 2, influenza and dengue. Moreover, 
the relation graphs have rich interpretability. The antibody relation graph 
implies similarity in antibody neutralization reactions, and the antigen 
relation graph indicates the relation among a virus’s different variants. We 
accordingly recommend probable broad-spectrum antibodies against new 
variants of these viruses.

Antibodies (Abs) opsonize and neutralize viruses1, working as potent 
bio-pharmaceuticals in clinical treatments2. An individual is estimated 
to have around 108 different Abs3 and produces on the order of 1020 Abs 
in response to viral infections4. Among them, only a small fraction can 
opsonize and an even smaller fraction can neutralize the infected virus. 
The majority of these Abs are ‘unseen’. We are blind to their neutraliz-
ability with any antigen (Ag) before conducting wet-lab experiments 
(Fig. 1a). Besides natural Abs, de novo synthetic Abs are also unseen and 
need to be demonstrated experimentally before clinical treatments. 
The conventional experiments include phage display5, enzyme-linked 

immunosorbent assay (ELISA)6, pseudovirus assay7 and so on, which are 
resource intensive and time consuming8. We seek to develop accurate 
and fast computational methods as preliminary screening, to reduce 
blindness and improve foresight for the wet experiments and acceler-
ate the process of discovering novel therapeutic Abs9.

According to the prediction tasks, studies related to Ab–Ag interac-
tion prediction can be categorized into mainly three groups: (1) predict-
ing Ab–Ag binding sites, (2) discriminating Ab–Ag binders/non-binders 
and (3) predicting Ab–Ag neutralization/non-neutralization effects. 
Given an Ab–Ag binding pair, some studies predicted the binding 
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phagocytosis of macrophages, while neutralization is a direct anti-viral 
process, in which Abs directly stop the attachment of pathogens to 
host tissues16. In this study, we focus on predicting Ab–Ag neutraliza-
tion effects.

The methods related to Ab–Ag interaction prediction can be fur-
ther classified by input: (1) sequence based and (2) structure based. 

sites (Parapred10, Fast-Parapred and AG-Fast-Parapred11, PECAN12 and 
PInet13). Given the Ab–Ag pairwise instances, others discriminated 
binders and non-binders14,15, which is considered the upstream task 
of predicting binding sites. We note that binding Abs may not neutral-
ize but instead only opsonize pathogens. Opsonization is an indirect 
anti-viral process, in which Abs bind pathogens as marks to facilitate 
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Fig. 1 | Motivation and workflow. a, Unseen Abs are those whose interactability 
with ‘any’ Ag has not been experimentally demonstrated. b, For a seen Ab (Ab2), 
the backpropagation from its known interaction data can establish the high-
quality representation, inferring its interactability with other Ags (for example, 
Ag2 in a). For an unseen Ab (Ab3), the interactions with Ags are unknown, 
resulting in failure to learn the representation. c, We construct a relation graph 
to bridge unseen and seen Abs, in which the nodes represent Abs, the nodes’ 
attributes are Ab representation and the edges’ weights are the quantified 

relation among Abs. d, By applying GCNs on the relation graph, the relation 
among Abs can be quantified and therefore unseen Abs’ representation can be 
learned and optimized from relational seen Abs in training. e, We demonstrate 
our methods in HIV, influenza, dengue and SARS-CoV-2 (from our own wet data). 
We also illustrate our method’s rich interpretability in SARS-CoV-2. This can 
imply a relation among variants of SARS-CoV-2 from the perspective of Ab–Ag 
neutralization effects. We accordingly recommended probable broad-spectrum 
Abs against new variants of SARS-CoV-2 (Omicron).
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When predicting binding sites, the sequence-based methods combined 
local neighbourhood and entire sequences (Parapred10) and applied 
cross-modal attention on Ab and Ag residues (Fast-Parapred and 
AG-Fast-Parapred11), and the structure-based methods employed graph 
convolutional networks (GCNs) on Ab and Ag structures (PECAN12) 
and extracted geometrical features by consuming point clouds from 
structures (PInet13). When classifying binders/non-binders, Mason 
et al. applied convolutional neural networks (CNNs) on Ab sequences14, 
and DLAB15 implemented CNNs on crystal or modelled structures and 
found that using highly accurate crystal structures could enhance 
performance, while using modelled structures failed to achieve strong 
discrimination between binders and non-binders, probably because 
‘structure modelling’ and ‘interaction prediction’ were successively 
engaged and errors in the former would be exacerbated in the latter. 
We note that obtaining highly accurate crystal structures through 
wet-lab experiments is also laborious and costly, while amino acid 
sequences are easily and widely accessible in the real world. Addition-
ally, large-scale sequence data can enhance the applicability of meth-
ods. Therefore, we propose a sequence-based method, facilitating 
real-world applications.

Predicting unseen Abs’ neutralizability from amino acid sequences 
has two challenges. (1) We are faced with the well-known cold-start 
problem, that is, an unseen Ab’s neutralization with ‘any’ Ag is unknown. 
Existing methods learn Ab representation by backpropagating errors 
from known Ab–Ag interactions (Fig. 1b), which is not applicable to 
unseen Abs owing to the lack of interaction instances. (2) Another 
challenge lies in the problem that the expressivity and adaptability of 
the static feature to represent Abs and Ags could be limited. Although 
there are various protein descriptors, for example, k-mer frequency 
counting (kmer), position-specific scoring matrices (PSSMs) and the 
protein–protein basic local alignment search tool (BlastP), the feature 
space could be high dimensional and the features are pre-computed 
and static; they are unsupervised, not optimized in the training process 
and probably not optimal for a specific supervised learning task.

To overcome these challenges, we propose a deep Ab–Ag interac-
tion algorithm, named DeepAAI. Our DeepAAI can learn the representa-
tion of unseen Abs from seen Abs by constructing two adaptive relation 
graphs that connect Abs and Ags, respectively, and applying Laplacian 
smoothing (in GCNs) in the representation of unseen and seen Abs. In 
the two relation graphs, the nodes represent Abs and Ags, the node 
attributes are the learned representations of Abs and Ags, and the 
edge weights are the quantified relation among Abs and among Ags, 
respectively. Figure 1c shows the Ab relation graph.

Rather than using those high-dimensional and static features 
directly, DeepAAI applies a neural network to project the original 
features into a low-dimensional and high-expressivity feature space, 
in which the representations are used to serve as the node attributes 
and further quantify the edge weights. The node attributes and the 
edge weights are not static but dynamically optimized towards the 
downstream tasks, predicting neutralization effects and estimating 
50% inhibition concentration (IC50) values (Fig. 1d). Thereby, the Ab 
and Ag relation graphs are task oriented and adaptively constructed, 
predicting the optimal relations among Abs and Ags.

We then predict unseen Abs’ neutralizability by applying GCNs 
on the relation graphs, conducting Laplacian smoothing between 
unseen and seen Abs’ representation as transductive learning. Conse-
quently, the unseen Abs’ representation can be learned from the rela-
tional seen Abs’ representation and optimized in the training process, 
guaranteeing that the unseen Abs’ neutralizability can be inferred in a 
semi-supervised manner.

Additionally, we note that Ab–Ag neutralization is determined 
by both global and local features. The global features of Abs and Ags 
are deterministic of interactions, while the local features of amino 
acids at the interface directly affect the affinities. Therefore, besides 
the adaptive relation graph that learns global features among Abs 

and Ags, we also adopt a CNN module to learn local features inside 
an Ab and Ag.

The performance of DeepAAI is demonstrated on the unseen Abs 
of various viruses, including human immunodeficiency virus (HIV), 
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), influenza 
and dengue (Fig. 1e). Furthermore, as it does not require knowledge on 
Ab and Ag structures, DeepAAI is friendly to real-world applications. 
Additionally, the adaptively constructed relation graphs have rich inter-
pretability. The Ab relation graphs imply similarity in Ab neutralization 
reactions (similar binding regions). The Ag relation graphs indicate rela-
tions among different variants of a virus. We accordingly recommend 
probable broad-spectrum Abs against new variants of a virus.

Results
DeepAAI
DeepAAI has two neural network modules, an adaptive relation graph 
convolutional network (AR-GCN) and a CNN module14, which learn 
global representation among Abs/Ags and local representation inside 
an Ab/Ag, respectively (Fig. 2a).

Relation graph module (AR-GCN). The AR-GCN adaptively constructs 
two relation graphs by quantifying the relation among Abs and Ags and 
then learns Ab and Ag representations by applying GCNs on the two 
relation graphs. We hypothesize that two Abs participating in similar 
neutralization effects should be given a close relation, which can be 
quantified by the two Abs’ representation (equation (1)),

RAb1−Ab2 = ℱ(HAb1,HAb2) (1)

where HAb1 and HAb2 are the two Abs’ representations, RAb1−Ab2 is the rela-
tion between Ab1 and Ab2, and ℱ is a function to quantify relation.

Before quantifying the relation among Abs, we devise two fully 
connected (FC) layers (with activation functions), which non-linearly 
transform kmer and PSSMs into a low-dimensional feature space. 
The non-linear transformation can flexibly learn representation from 
biological similarity (kmer) and evolutionary information (PSSMs), 
thereby enriching the relation quantification. The relation has the 
following properties:

 (1) Symmetric: RAb1−Ab2 = RAb2−Ab1.
 (2) The absolute value is no more than 1: −1 ≤ RAb1−Ab2 ≤ 1.
 (3) The self-loop relation equals 1: RAb1−Ab1 = 1.

Consequently, we construct a relation graph among Abs. A GCN 
operation is then applied on the relation graph, working as Laplacian 
smoothing in Abs’ representation (Supplementary Information). Figure 
2b describes the neural network structure of AR-GCN.

CNN module. The CNN module includes one-hot encoding, 1D convo-
lution, maximum pooling, flatten and an FC layer, aiming at learning the 
local features of an Ab or Ag sequence (Fig. 2c). The kernel size is only 
two, making this module specifically focus on local feature extraction.

Fusion. Importantly, the AR-GCN and CNN module are also applied in 
Ag representation learning. Embedding Abs and Ags in the same feature 
space can facilitate their representation fusion. The fusion is conducted 
by addition and dot product with a balance coefficient, which is also 
learnable to avoid human-experience-based settings. Finally, two FC 
layers are used to predict neutralization effects and estimate IC50 val-
ues, respectively. For details on DeepAAI, see Methods.

Performance on HIV
In Methods we describe the details of the HIV dataset curation. We 
randomly sample 45 Abs from all 242 Abs to serve as unseen Abs, involv-
ing 3,301 Ab–Ag pairwise instances in the unseen test set (Fig. 3a).  
The 45 unseen Abs have no instance that is similar to any instance of 
the seen Abs (BlastP < 90%). Considering that our task is to predict 
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Fig. 2 | DeepAAI. a, DeepAAI consists of an AR-GCN module and a CNN module, 
learning global representation among Abs/Ags and local representation 
inside an Ab/Ag, respectively. The AR-GCN adaptively constructs two relation 
graphs by quantifying relation among Abs and among Ags and learns Ab and 
Ag representation from relation. Mason’s CNN architecture is also adopted to 

extract local features from amino acid sequences. The AR-GCN and CNN modules 
are used to learn both Ab and Ag representations in the same feature space, 
facilitating Ab and Ag representation fusion. b, The neural network structure of 
the AR-GCN module. c, The neural network structure of the CNN module.
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neutralization effects of Ab–Ag pairwise instances, we define two 
Ab–Ag pairwise instances as being similar when they have similar Abs 
(BlastP ≥ 90%), similar Ags (BlastP ≥ 90%) and the same neutralization or 
non-neutralization effects. Figure 3b shows the multiplicative product 
of the Ab and Ag BlastP scores between every two Ab–Ag pairs after we 
remove similar instances.

Predicting unseen Abs’ neutralizability. Figure 3c compares the per-
formances of neutralization prediction on the unseen HIV Abs, and Sup-
plementary Table 1a presents the numeric results. In these methods, kmer 
and PSSM represent the global features while sequence (seq) means local 
features. The three DeepAAI variants—DeepAAI (kmer + seq), DeepAAI 
(PSSM + seq) and DeepAAI (kmer + PSSM + seq)—outperform all eight 
baseline methods in accuracy, F1 score, precision–recall area under the 
curve (PC-AUC) and Matthews correlation coefficient (MCC) with statisti-
cal significance (P < 0.05). We also note no statistical significance among 
the three DeepAAI variants. The variants of DeepAAI (kmer + PSSM) and 
DeepAAI (seq), which reflect the effectiveness of global and local feature 
extraction, respectively, perform better than the baseline methods but 
relatively worse than the above three variants that combine global and 
local features. The results show that combining global and local features 
is indispensable in predicting Abs’ neutralization with Ags. In the area 
under the receiver operating characteristic (ROC-AUC), only DeepAAI 
(kmer + seq) outperforms others. Mason’s CNN architecture beats the 
other baseline methods but loses to DeepAAI.

The results prove that the proposed DeepAAI outperforms the 
baseline methods and that combining global and local features is 
indispensable for predicting unseen Abs’ neutralization effects on Ags.

Predicting unseen Abs’ IC50. Figure 3d and Supplementary Table 1b 
show the performances of IC50 estimation on the unseen Abs. Compared 
with all the baseline methods, both DeepAAI (PSSM + seq) and DeepAAI 
(kmer + PSSM) have superior performances in the mean squared error 
(MSE) and the mean absolute error (MAE). In MSE, DeepAAI (kmer + 
PSSM) performs better than DeepAAI (PSSM + seq). AG-Fast-Parapred 
architecture is the best baseline method.

Runtime. Figure 3e compares the runtime of every epoch on an NVIDIA 
GeForce RTX 1080 Ti GPU, in which 22,359 Ab–Ag pairwise instances 
are learned. Compared with the baseline methods, DeepAAI is compu-
tationally inexpensive because it avoids the time-consuming recurrent 
neural networks and the attention algorithms.

Visualization. We transform the values in the penultimate layer to a 
two-dimensional space by principal component analysis (PCA), which 
describes the learned representation of Ab–Ag pairwise instances and 
gives us a view of what the methods have learned (Fig. 3f). DeepAAI 
has higher intra-class similarity and better inter-class boundaries, 
while the best baseline method (Mason’s CNN architecture) mixes the 
neutralization and non-neutralization instances. Figure 3g shows the 
predicted probabilities in heat map, and DeepAAI achieves heat maps 
similar to the experimentally validated results.

Predicting seen Abs’ neutralizability and IC50. Although we know 
seen Abs’ neutralization only with some Ags, we can still predict their 
neutralization effects with other Ags. As Supplementary Fig. 1 shows, 
DeepAAI (kmer + seq) and DeepAAI (kmer + PSSM + seq) win in the 
neutralization prediction, while DeepAAI (kmer + PSSM) surpasses 
the others in the IC50 estimations.

Label-shuffled control. As an extensive study, we further experiment 
on the label-shuffled data. The results in Supplementary Table 2 show 
that, without true knowledge, DeepAAI cannot perform normally, indi-
rectly demonstrating that DeepAAI does not make random predictions 
but learns valuable knowledge.

Performance on SARS-CoV-2
This experiment investigates whether DeepAAI can be applied to 
SARS-CoV-2. We collect the Ab–Ag neutralization and non-neutralization 
instances and Abs’ sequences from Coronavirus Antibody Database 
(CoVAbDab)17. Owing to the absence of IC50 values in CoVAbDab, we 
discriminate only Ab–Ag neutralization and non-neutralization effects. 
We also have our own wet-lab data as the unseen test data, which were 
collected from a convalescent individual18. Figure 4a shows the numbers 
of Ab–Ag pairwise instances and unique Abs.

Figure 4b shows the performances on our wet-lab Abs of 
SARS-CoV-2. DeepAAI (kmer + seq) outperforms Mason’s CNN archi-
tecture (the best baseline method) by 0.05, 0.13, 0.13, 0.03 and 0.11 in 
accuracy, F-score, ROC-AUC, PR-AUC and MCC, respectively. We pro-
vide only the performance of DeepAAI (kmer + seq) for its steady per-
formances and Mason’s CNN architecture for its advantages over the 
other seven baseline methods in the neutralization prediction of HIV.

Figure 4c shows the predictions by DeepAAI and BlastP. In BlastP, 
we think an Ab will neutralize an Ag when the average BlastP score 
between the Ab and the other neutralizing Abs is higher than that 
between the Ab and the other non-neutralizing Abs. The results show 
that the dynamical relation quantification adapts to the supervised 
task of the neutralization/non-neutralization prediction better than 
the unsupervised sequence alignment in BlastP.

DeepAAI’s interpretation. The relation graphs have rich interpret-
ability. The Ab relation graphs imply the similarity in Ab neutralization 
reactions (similar binding regions). The Ag relation graphs indicate 
the relation among the different variants of a virus. Moreover, we rec-
ommend probable broad-spectrum Abs against a virus’s new variant.

The relation graph reflects binding regions. In the wet-lab experi-
ments of our previous study, we performed competition ELISAs to 
determine whether our isolated neutralizing Abs had overlapping or 
non-overlapping epitopes in the receptor-binding domain (RBD) of  
S protein (Supplementary Fig. 2). We found that our neutralizing Abs 
could bind to four groups of five distinct epitopes on the RBD. There-
fore, the neutralizing Abs were divided into four mutually exclusive 
groups, namely RBD groups I–IV in our previous study18.

We compare the quantified relation among neutralizing Abs that 
belong to the same group and different groups (inter). As Fig. 5a shows, 
we find that the quantified relations between two Abs that belong to 
the same group are significantly higher than those that belong to the 
different groups (inter). We exclude group I because only one neutral-
izing Ab belongs to group I and therefore we cannot perform a t-test. 
This finding shows that the Ab relation can predict an unseen Ab’s 
binding regions in the virus by examining the unseen Ab’s relation to 
all the seen Abs that have different binding regions.

Differences among the virus variants implied by relation graph. 
Figure 5b shows the qualified relation among the SARS-CoV-2 variants. 
From the perspective of Ab–Ag neutralization effects in DeepAAI, Delta 
is thought of as the most different variant, which accords with the fact 
that Delta’s symptoms are different from those associated with the 
original strain (wild type). Furthermore, the values along the diagonals 
imply the difference in a variant’s subvariants and sequences from dif-
ferent sources. Omicron is quantified to have the lowest self-relation 
(0.84) by DeepAAI, indicating greater difference in its subvariants.

Important kmers. Figure 5c,d shows the sequence logo of the three 
most important ‘3-mers’ in the heavy and light sequences of the 
SARS-CoV-2 Abs that are collected from our wet experiments. We record 
the top three 3-mers in the heavy and light sequences with the highest 
weights in the two-layer neural network of AR-GCN that projects the 
kmers into a low-dimensional and high-expressivity feature space. In 
the heavy chains, the most important 3-mers are located at the tail, 
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Fig. 3 | Results on the HIV unseen Abs. a, The numbers of Ab–Ag pairwise 
instances and unique Abs. b, The multiplicative product of BlastP scores of Abs 
and Ags between every two instances in the total of 27,738 Ab–Ag pairs after 
we remove similar instances (BlastP ≥ 90%). We zoom in on part of the figure. 
The diagonal line represents self-relation (equal to 1). c, The performances of 
neutralization prediction. d, The performances of IC50 estimation. In c and d, the 

performances are evaluated 20 times in 20 different random seeds. The box plots 
show median, first and third quartiles, minimum and maximum. Outliers are 
classified as being 1.5 times outside the interquartile range. The best variants and 
best baseline models were compared via Mann–Whitney U test (two sided). e, The 
runtime of every epoch. f, The scatter plots of the penultimate layer’s embedding 
after PCA. g, The predicted neutralization probabilities in heat maps.
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and the second and third ones are consecutive from the 44th to 47th 
amino acids (Fig. 5c). In the light chains, the most important 3-mers are 
located near the middle, and the second and third ones are also close 
to each other (Fig. 5d).

Broad-spectrum Ab recommendation. We also explore probable 
broad-spectrum Abs that could neutralize the Omicron variant. Among 
the total 2,587 SARS-CoV-2 Abs, DeepAAI recommends the 50 most prob-
able Abs (Fig. 5e), 5 of which have been demonstrated previously19–35.

Performances on influenza and dengue
This experiment investigates whether the knowledge learned from 
Ab–Ag interaction instances of HIV can help to predict Abs’ neutral-
izability of influenza and dengue. We freeze the AR-GCN and CNN 
module and train the final FC layers in transfer learning. The numbers 
of Ab–Ag pairwise instances and unique Abs are described in Fig. 6a.  
In Methods, we show the details of dataset curation and transfer learn-
ing. In this experiment, all the collected Ab–Ag pairwise instances are 
neutralizing. As negative sampling may coincidentally bring in neu-
tralizing instances of broad-spectrum Abs, we do not adopt negative 
sampling to generate non-neutralizing instances but use the unseen HIV 
Abs as non-neutralization Abs, considering Abs have high specificity. 
Therefore, we focus on recall, that is, the fraction of positive instances 
that were correctly predicted (Fig. 6b).

DeepAAI (kmer + seq) (the best variant in HIV) significantly outper-
forms Mason’s CNN architecture (the best baseline method in HIV) by 
0.10 on influenza. On dengue, both DeepAAI (kmer + seq) and Mason’s 
CNN architecture perform well and there is no statistical significance 
between them.

Discussion
In this study, we propose DeepAAI to predict unseen Abs’ neutraliz-
ability with Ags. DeepAAI achieves outstanding performances on a 
variety of viruses, including HIV, SARS-CoV-2, influenza and dengue. 
On the basis of the adaptively constructed relation graph in DeepAAI, 
we can denote the similarity in Ab neutralization reactions (similar 
binding regions) and the relation among the different variants of 
a virus from the perspective of Ab–Ag neutralization effects and 
recommend the probable broad-spectrum Abs against a new variant 
of a virus (Omicron).

As it does not require knowledge on Ab and Ag structures, Deep-
AAI is friendly to real-world applications. DeepAAI can be used by 
biologists in two successive steps: (1) predicting Ab–Ag neutralizing/
non-neutralizing effects as preliminary screening and then (2) estimat-
ing IC50 values to prioritize the subsequent wet-lab validation experi-
ments. We provide a web service of DeepAAI, and the data and codes 
are freely available.

In this study, we did not use modelled structures because we 
intend to avoid the two-step prediction of structures and neutraliza-
tion in which errors in the former could be exacerbated in the latter. 
In the future, we may integrate the feature extraction modules of  
Ab and Ag structure prediction into Ab–Ag interaction predic-
tion if more crystal structures or precisely modelled structures  
are available.

Methods
Problem definition
The amino acid sequences of an Ab and an Ag are denoted as 
B = (b1, b2, . . . , bm) and G = (g1, g2, . . . , gn), respectively. The objective is 

a

Number of Ab–Ag pairwise data Number of 
unique Abs

All Neutralizing Non-neutralizing

SARS-CoV-2
CoVAbDab

Training set 3,216 2,049 1,167 2,587 77.0%

Validation set 402 273 129 387 11.5%

(Seen) test set 403 259 144 387 11.5%

Wet lab (Unseen) test set 36 17 19 36 –

c
Wet-lab Abs Predicted by BlastP Predicted by DeepAAI Wet experiment results

XG004 Neutralization Non-neutralization Non-neutralization
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Fig. 4 | Results on the SARS-CoV-2 Abs. a, The numbers of Ab–Ag pairwise 
instances and unique Abs. b, The performance of our wet-lab Abs on SARS-CoV-2, 
which are evaluated 20 times in 20 different random seeds. The box plots show 
median, first and third quartiles, minimum and maximum. Outliers are classified 

as being 1.5 times outside the interquartile range. The comparisons were carried 
out via Mann–Whitney U test (two sided) with no adjustment. The upward 
pointing arrows (↑) mean the higher the better. c, Difference between DeepAAI 
and BlastP.
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e
Rank Ab name

Neutralizaing
probability 
by DeepAAI

Neutralize
(demonstrated)

Non-neutralize
(demonstrated)

VS 
Omicron

Ran
k Ab name

Neutralizaing
probability 
by DeepAAI

Neutralize
(demonstrated)

Non-neutralize
(demonstrated) VS Omicron

1 13G9 81% WT; Alpha; Beta Unknown 26 CV07-287 76% WT Unknown
2 Ab_58G6 79% WT; Alpha; Beta Unknown 27 Wang-C450 76% WT Unknown

3 CS153 79% Beta; Delta;
WT (weak) Unknown 28 PDI-222 76% WT Unknown

4 HbnC3t1p1_C6 78% WT Unknown 29 B1-182-1 76%
WT; Alpha; Beta;
Gamma; Delta;
Omicron-BA1 (weak)

Demonstrated

5 DH1057-2 78% WT Unknown 30 Wang-C387 76% WT Unknown
6 C827 78% WT Unknown 31 Wang-C388 76% WT Unknown
7 PDI-204 78% WT Unknown 32 CV3-1 76% WT SARS-CoV1 Unknown

8 C005 78% WT SARS-CoV-1 Unknown 33 CS59 76% Beta (weak); Delta; WT 
(weak) Unknown

9 CS44 77% Beta; Delta; WT Unknown 34 MnC5t2p1_G
1 76% WT Unknown

10 PDI-308 77% WT Unknown 35 S2-E12 76%
WT; Alpha; Beta;
Gamma; Delta;
Omicron-BA1

Demonstrated

11 DH1057-1 77% WT Unknown 36 COV2-2684 75% WT (weak) Unknown

12 P008_081 77% WT Unknown 37 A23-58-1 75%
WT; Alpha; Beta;
Gamma; Delta;
Omicron-BA1 (weak)

Demonstrated

13 PDI-290 77% WT Unknown 38 DH1187 75% WT Unknown
14 PDI-90 77% WT Unknown 39 I14 75% WT Unknown
15 STE72-4E12 77% WT Unknown 40 COV2-2941 75% WT (weak) Unknown
16 CS127 77% Beta; Delta; WT Unknown 41 COV2-2381 75% WT Unknown
17 C125 77% WT SARS-CoV-1 Unknown 42 eCC6.33.7 75% WT; SARS-CoV-1 Unknown

18 eCC6.33.9 77% WT;
SARS-CoV-1 Unknown 43 COV2-2196 75%

WT; Alpha; Beta;
Gamma; Delta;
Omicron-BA1 (weak);
Omicron-BA2 (weak)

Demonstrated

19 WRAIR-2018 76% WT Unknown 44 eCC6.33.1 75% WT; SARS-CoV-1 Unknown
20 CS102 76% Beta; Delta; WT Unknown 45 S2P6 75% WT Unknown

21 BD-836 76% WT; Alpha; Beta;
Delta; Kappa Unknown 46 Beta-47 75%

WT; Alpha; Beta;
Gamma; Eta;
Omicron-BA1

Demonstrated

22 P5C3 76% Beta; WT Unknown 47 C598 75% WT Unknown
23 CS180 76% Beta; Delta; WT Unknown 48 C597 75% WT Unknown
24 PDI-67 76% WT Unknown 49 COV2-2961 74% WT Unknown
25 COV2-3025 76% WT Unknown 50 F20 74% WT Unknown
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Fig. 5 | DeepAAI’s interpretability in SARS-CoV-2. a, The relations between two 
Abs binding to the same RBD group (II, III or IV) are significantly higher than those 
binding to the different RBD Groups (inter). The box plots show median, first and 
third quartiles, minimum and maximum. The comparisons were carried out via t-
test (two sided) without adjustment. n = 15, 21, 36 and 54 in II, III, IV and inter-groups, 
respectively. b, The average closeness among the SARS-CoV-2 variants. Delta has 

the lowest average closeness (0.36) to the other variant (excluding self-closeness). 
Omicron has the lowest self-closeness (0.84), indicating greater difference in its 
subvariants. c, The three most important 3-mers in the heavy sequences of our 
wet-lab Abs. d, The three most important 3-mers in the light sequences of our wet-
lab Abs. e, DeepAAI recommends the 50 most probable Abs that could neutralize 
Omicron, five of which (in bold) have been previously demonstrated.
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to discriminate neutralization/non-neutralization (classification), 

ℱbin(B,G) = { 0, non-neutralization1, neutralization , and estimate IC50 values (regression), 

ℱreg(B,G) = IC50.

Data
HIV data. Collect HIV data: Algorithm 1 illustrates the pseudo-code for 
collecting the HIV data. Note that the non-neutralizing pairwise data of 
HIV are experimentally demonstrated rather than negatively sampled.

Algorithm 1 The process of the HIV dataset collection.
Require: the data source, that is, the Compile Analyze and Tally 

NAb Panels (CATNAP36) at Los Alamos HIV Database (LANL37)
Ensure: the neutralizing or non-neutralizing Ab–Ag pairwise 

instances in amino acid sequences
 1: Extract the total assay that pairs Abs and Ags, denoted as T;
 2:  Extract the sequences of the heavy and light chains in T, 

denoted as H and L, respectively;
 3:  Uniform the forms of H and L to the fragment variable (Fv)—

remove constant-heavy-1 (CH1) from H and constant-light 
(CL) from L when they are in the form of antigen-binding frag-
ment (Fab);

 4: Extract Ag sequences in T, denoted as V;
 5: Pair the H, L and V based on T;
 6: Remove the duplicated pairs in H, L and V;
  7: Remove the pairs that have ‘not available’ (N/A) values in H, 

L or V;
 8: Collect the IC50 values for the paired PH, PL and V;
  9:  Average IC50 values for any pair that has more than one 

reported IC50 value;
  10:  Set the cut-off at IC50 = 10 μg ml−1 and consider IC50 < 10 μg ml−1 

neutralization and IC50 ≥ 10 μg ml−1 non-neutralization;
 11: Return the HIV dataset.

Split unseen and seen Abs: We randomly take 57 Abs to serve as 
the unseen Abs and the others as the seen Abs. As 12 of the 57 Abs have 
instances similar to the seen Abs’ instances, we remove them and take 
the remaining 45 Abs to serve as the unseen Abs. Two Ab–Ag pairwise 
instances are considered to be similar when they have similar Abs 
(BlastP ≥ 90%), similar Ags (BlastP ≥ 90%) and the same neutralization/
non-neutralization effects. We then split the seen Abs’ Ab–Ag inter-
action instances into training, validation and seen test sets. We also 
remove instances in the seen test set that are similar to any instance in 
the training and validation sets. We include both the unseen and seen 
Abs in the Ab relation graph before training. We split the seen Abs’ 
instances, remove similar instances in the seen test set and train the 
models 20 times in 20 different random seeds. When different seeds 
are used, the numbers of Ab–Ag pairwise instances and unique Abs in 
the seen test set vary. Figure 3a shows the data information of seed 18.

CoVAbDab SARS-CoV-2 data. The SARS-CoV-2 data are collected 
from the CoVAbDab17. The collected data include both neutralizing 
and non-neutralizing Ab–Ag pairwise instances. The sequences of 
the SARS-CoV-2’s variants are collected from the National Center 
for Biotechnology Information38. The curated dataset includes the 
SARS-CoV-2 variants of the wild type, Alpha, Beta, Gamma, Delta and 
Omicron. For each variant, the sequences of the different subvariants 
from the different sources are different. Therefore, we randomly take 
5 sequences for each variant except Omicron, for which we take all 11 
sequences.

We take the Omicron variant as ‘unseen Ags’. To suggest prob-
able broad-spectrum Abs against the Omicron variant, we exclude 
the Ab–Ag pairwise instances of the Omicron variant in training but 
include the Omicron variant (unseen Ags) in the Ag relation graph 
and the Omicron Abs (unseen Abs) in the Ab relation graph as trans-
ductive learning.

a
Number of Ab–Ag pairwise data Number of 

unique AbsAll Neutralizing Non-neutralizing

Influenza
Training set 424 247 177 424

(Unseen) test set 132 31 101 132

Dengue
Training set 111 65 46 111

(Unseen) test set 39 10 29 39
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Fig. 6 | Results on influenza and dengue Abs. a, The numbers of Ab–Ag pairwise 
instances and unique Abs. b, The performance on the unseen Abs of influenza and 
dengue. The performances are evaluated 20 times in 20 different random seeds. 
The box plots show median, first and third quartiles, minimum and maximum. 

Outliers are classified as being 1.5 times outside the interquartile range. The 
comparisons were carried out via Mann–Whitney U test (two sided) with no 
adjustment. The upward pointing arrows (↑) mean the higher the better.
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Wet-lab SARS-CoV-2 data. In our previous study18, we found a conva-
lescent individual with potent IgG neutralizing activity to SARS-CoV-2 
from the hospital volunteers. The volunteer recruitment and the blood 
draws were performed at the Zhoushan Hospital under a protocol 
approved by the Zhoushan Hospital Research Ethics Committee (2020-
003). Experiments related to all human samples were performed at the 
School of Basic Medical Sciences, Fudan University under a protocol 
approved by the institutional ethics committee (2020-C007).

We characterized the Ab responses and isolated monoclonal Abs 
from the individual’s memory B cells. Consequently, we obtained 36 
Abs with the confirmed amino acid sequences. The wet-lab Abs are 
also included in the Ab relation graph as unseen Abs for evaluation. 
We also conducted ELISA, pseudovirus assays, single-cell sorting and 
cloning, and so on and found 17 Abs that are neutralizing and 19 that 
are non-neutralizing to the wide type of SARS-CoV-2. We identified the 
17 neutralizing Abs’ binding regions in RBD, which are used in Fig. 4a. 
For more details on our wet-lab data, please refer to ref. 18.

Influenza and dengue data. We collect influenza and dengue data 
from Research Collaboratory for Structural Bioinformatics Protein 
Data Bank (RCSB PDB)39. All the collected Ab–Ag pairwise instances 
are positive (neutralizing). We do not adopt negative sampling to 
generate non-neutralizing instances because negative sampling may 
coincidentally bring in neutralizing instances of broad-spectrum Abs. 
Considering the high specificity of Abs, we use the unseen HIV Abs as 
non-neutralization Abs to influenza and dengue, but exclude the seen 
HIV Abs because they have been used to train the HIV models and using 
them could lead to overfitting in these Abs in transfer learning. We 
ensure the numbers of neutralization and non-neutralization instances 
are equal. Finally, we split the data into the training and unseen test 
sets, remove similar instances in the unseen test sets (BlastP ≥ 90%) and 
include the unseen and seen Abs in the relation graph of Abs.

Features
Amino acid sequences. Amino acid sequences transparently describe 
amino acids and their sequential positions. We use one-hot encoding.

kmer. The kmer contains two basic characteristics of biological 
sequences, monomer component information and entire sequence 
information40, revealing the distribution of entire characteristics and 
measuring biological similarity for discrimination41. We use k = 1, 2, 3, 
which generates 21 (20 amino acids + unknown), 212 and 213 dimen-
sions, respectively. We abandon k = 4 because it generates too many 
dimensions (194,481), which tends to deteriorate the algorithm. We 
then remove the kmer features with a frequency less than 0.05 to pre-
vent overfitting and accelerate training. Finally, a 2,764-dimensional 
vector of kmer is left.

PSSM. The PSSMs reveal evolutionary information and have been suc-
cessfully applied to improve the performance of various predictors 
of protein attributes42. We select the Uniref50 database with the tool 
of the position-specific scoring matrix-based feature generator for 
machine learning (POSSUM)42 to generate PSSMs, encoding evolu-
tionary information in a 420-dimensional vector. Note that using the 
Uniref50 database will not cause information leakage since the supervi-
sion information comes from the output (that is, Ab–Ag neutralizing/
non-neutralizing effects and IC50 values) rather than the input (that is, 
the sequences of Abs and Ags).

Baseline methods
In this study, we use four types of baseline methods: (a) the 
sequenced-based architecture that predict binding sites: Parapred 
architecture10, Fast-Parapred architecture11 and AG-Fast-Parapred 
architecture11; (b) the sequenced-based models that predict protein–
protein interactions: PIPR architecture43 and ResPPI architecture44;  

(c) the classic sequential models: Bi-LSTM-Attention45 and TextCNN46; 
and (d) the sequenced-based model that has been demonstrated effec-
tive in wet-lab experiments: Mason’s CNN architecture14.

For the methods in group (a), Parapred architecture, Fast-Parapred 
architecture and AG-Fast-Parapred architecture, the original task is 
to predict the binding site given Ab–Ag binding pairs. We keep their 
network structures and inputs (amino acid sequences) but modify 
the prediction tasks from binding sites to neutralization and IC50. For 
Mason’s CNN architecture, we add an Ag extraction module and an 
Ab–Ag embedding fusion module, because the original Mason’s CNN 
learns only Ab features and is specific to one Ag (without fusing various 
Ags). We follow the other implementation details in the cited papers.

DeepAAI
AR-GCN module. First, we use a learnable embedding layer to project 
the kmer and PSSM vectors non-linearly into a low-dimensional feature 
space (equation (2)).

Hkmer = σELU (XkmerWkmer) ,

HPSSM = σELU (XPSSMWPSSM) ,
(2)

where σELU refers to the activation function of exponential linear unit 
(ELU); Xkmer and XPSSM represent the vectors of kmer and PSSM, respec-
tively; Wkmer and WPSSM denote the weights of the FC layers for kmer and 
PSSM, respectively; and Hkmer and HPSSM are the outputs.

In DeepAAI (kmer + PSSM + seq), we concatenate the representa-
tion of kmer and PSSM by HAb = Hkmer∥HPSSM. HAb then flows into another 
FC layer with tan-hyperbolic (Tanh) to further learn node represen-
tation. By calculating the cosine similarity (composed of instance 
normalization and inner product), we obtain the relation between 
two Abs as follows.

HAb1 = σtanh (HAb1WFC) ;

HAb2 = σtanh (HAb2WFC) ,

RAb1−Ab2 = cosine_similarity(HAb1,HAb2)

= Inst_Norm(HAb1) ⋅ Inst_Norm(HAb1),

(3)

where σtanh refers to the activation function of Tanh; HAb1 and HAb2 are 
the two Abs’ representation, respectively; WFC denotes the weights of 
the FC layer; Inst_Norm refers to instance normalization; ⋅ is the inner 
product; and RAb1−Ab2 is the relation between Ab1 and Ab2. Two GC layers 
are then implemented (equation (4)).

Â = D̃−1/2ÃD̃−1/2,

Hζ1 = σELU (ÂHAbWζ0) ,

Hζ2 = σELU (ÂHζ1Wζ1) ,

(4)

where Ã is the adjacency matrix (including self-loops); D̃ is a modified 
degree matrix used to ensure positive values in D̃; Â is the symmetrically 
normalized Ã; HAb is the Ab representation; Wζ0 and Wζ1 are the weights 
of the first and second graph convolutional layers, respectively; and 
Hζ1 and Hζ2 represent the embedding vectors after the first and second 
graph convolutional layers, respectively. The AR-GCN’s final embed-
ding (HARGCN) is the sum of HAb, Hζ1 and Hζ2 as follows:

HARGCN = HAb + Hζ1 + Hζ2 . (5)

CNN module. A CNN module conducts 1D convolution on the one-hot 
encoding of amino acid sequences, in which the channels, kernel size, 
stride and padding are 64, 2, 1 and 1, respectively, making this module 
focus on local feature learning. After the activation function (ReLU) and 
dropout (rate 0.5), maximum pooling and flatten are implemented. An 
FC layer is finally used to output the representation (32 × 1).
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Fusion. To embed both Abs and Ags into the same feature space, we use 
addition and the dot product with a balance coefficient to fuse the Ab 
and Ag presentations. Two FC layers are then adopted to complete the 
neutralization prediction and IC50 estimation.

HARGCN = HARGCN−Ag ∥ HARGCN−Ab,

Hlocal = Hlocal−Ag ∥ Hlocal−Ab,

H = (HARGCN + Hlocal) + α(HARGCN ⊙ Hlocal),

̂Y
(prob)

= σsigmoid(HWa),

̂Y
(IC50)

= HWb,

(6)

where HARGCN−Ag, HARGCN−Ab, Hlocal−Ag, Hlocal−Ab, HARGCN, Hlocal and H denote the 
embedding of AR-GCN, local extraction (Mason’s CNN architecture) 
and fusion of Ags and Abs, respectively; ⊙ is the Hadamard product; α 
is the balance coefficient, automatically learned; σsigmoid is the activation 
function of sigmoid; Wa and Wb are the FC layers’ weights; and ̂Y

(prob)
 

and ̂Y
(IC50)

 are the predicted neutralization probabilities and the esti-
mated IC50 values, respectively.

Loss function. The two downstream tasks (binary neutralization pre-
diction and IC50 estimation) are conducted separately. For predicting 
neutralization, the loss function is formulated as equation (7) shows.

ℒa = − ∑
v∈𝒱𝒱

(y(bin)v ln( ̂y(prob)v ) + (1 − y(bin)v )ln(1 − ̂y(prob)v)) + λa
‖
‖Ã
‖
‖ , (7)

where ∑v∈𝒱𝒱(y
(bin)
v ln( ̂y(prob)v ) + (1 − y(bin)v )ln(1 − ̂y(prob)v)) is the cross-entropy 

loss, and y(bin)v  and ̂y(prob)v  are the true label and the predicted probabili-
ties of v. Ã is the adjacency matrix of the virtual graph (including 
self-loops), ‖‖Ã

‖
‖ is the sum of the absolute values in Ã as a penalty term, 

and λa is an adjustable hyper-parameter used to balance the two losses.
When estimating IC50, we calculate the loss function as equation 

(8) shows.

ℒb = ∑
v∈𝒱𝒱

(yIC50v − ̂yIC50v )
2
+ λb ‖‖Ã

‖
‖ , (8)

where ∑v∈𝒱𝒱(y
IC50
v − ̂yIC50v )

2
 is the regressive loss in terms of MSE and yIC50v  

and ̂yIC50v  are the true and predicted IC50 values of v, respectively. Ã is 

the adjacency matrix of the virtual graph (including self-loops), ‖‖Ã
‖
‖ is 

the sum of the absolute values in Ã as a penalty term, and λb is an adjust-
able hyper-parameter used to balance the two losses.

Transfer learning from HIV to influenza and dengue
Inspired by natural language processing, biological sequences (espe-
cially amino acid sequences) can be thought of as meaningful protein 
languages. Therefore, the representation of amino acid fragments 
(such as kmers) is expected to improve the reliability and stability of a 
prediction model by pre-training the model on a large number of rel-
evant data and transferring the knowledge to a target domain. Transfer 
learning can reduce the dependence on the number of target domain 
data. Considering that HIV, influenza and dengue are all viruses and HIV 
has accumulated enough Ab–Ag interaction data, we try to conduct 
transfer learning from HIV to influenza and dengue.

DeepAAI can be divided into three parts: AR-GCN, CNN and the 
final FC layers with fusion. The AR-GCN and CNN modules are used 
to extract features from Abs and Ags. The final FC layers are imple-
mented to learn how to predict neutralizing/non-neutralizing effects 
based on the extracted features by the AR-GCN and CNN modules. 
We freeze the parameters in the AR-GCN and CNN modules when 
we conduct transfer learning. Nonetheless, we need to fine-tune the 
final FC layers, considering different viruses have different neutral-
izing mechanisms.

Reporting summary
Further information on research design is available in the Nature 
Research Reporting Summary linked to this article.

Data availability
The HIV data are available from CATNAP36 at LANL37 (https://www.
hiv.lanl.gov/components/sequence/HIV/neutralization/download_
db.comp). We also provide the dataset that we generated for this study 
as the minimum dataset (https://github.com/enai4bio/DeepAAI/tree/
main/dataset/corpus). The SARS-CoV-2 data are available from CoVAb-
Dab17 (http://opig.stats.ox.ac.uk/webapps/covabdab/). The influenza 
and dengue data are available from RCSB PDB39 (https://www.rcsb.
org/). The references include the minimum datasets that are necessary 
to interpret, verify and make the research in the article transparent to 
readers.

Code availability
The DeepAAI code was implemented in Python using the deep learning 
framework of PyTorch. Code, trained models and scripts reproducing 
the experiments of this paper are available at https://github.com/
enai4bio/DeepAAI47. All source code is provided under the GNU Affero 
General Public License v3.0. We provide a web service of DeepAAI at 
https://aai-test.github.io/.
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